
Phantom-read problem in semi-sync replication  
  

1. Bug description 
Following is a loss-less semi-sync principle picture from  

 
http://my-replication-life.blogspot.co.uk/2013/09/loss-less-semi-synchronous-replication.html 

 
  

The bug can be recured in a cluster with rpl_semi_sync_master_wait_slave_count > 0 if             
master restart before ​“​Engine Commit​” phase. During the restart, the last binlog events will              
be committed without slave​’​s ack. A phantom-read problem can be recurrenced now: 

Any clients will read this events successfully on master. But these clients will not read               
them on slave if master crash down in a very small period.(slave is switched into master                
manually or automatically). 

 
This problem can also be found on the above article: 

 
  

2. Bug recurrence 
1. Install semi-sync on both master and slave. 
Master: 

 

http://my-replication-life.blogspot.co.uk/2013/09/loss-less-semi-synchronous-replication.html
http://my-replication-life.blogspot.co.uk/2013/09/loss-less-semi-synchronous-replication.html


Slave: 

 
  
2. Execute ​‘​Insert into bug_table values(1);​’ 
Master status: 

  
Slave status: 

  
  
3. client connects to master and sends ​‘​Insert into bug_table values(2);​’  
(we made master restarted while executing this SQL(after binlog is written)).  

 
  
4.client reconnect to master and execute ​‘​select * from bug_table;​’ 

 
  

Here we can see value 2 was been inserted in Storage Engine. 
5.kill mysql again and makes it always dead. 

 



  
4. Now, client have to read from slave, execute ​‘​select * from bug_table​’​ on slave. 

 
The result shows client meets a phantom-read problem. 

  
3. Solution suggestion 

Offer a new hook point to solve this problem. 
A)A hook point after binlog opened. 

         Semi-sync could wait for the slave ack while recovery. 
  

B)A hook point before binlog initilization. 
  Rollback the binlog event if necessary. 
  

4. PhxSQL as a sample. 
We implemented solution B in PhxSQL cluster 
https://github.com/tencent-wechat/phxsql/tree/master/phx_percona/percona/sql 

 

  
 

https://github.com/tencent-wechat/phxsql/tree/master/phx_percona/percona/sql


We do hope this solution be accepted officially.  


